
 
Matrixinversese

Def If A is a square matrix then a matrix B is an

inverse of A if AB _I and BA I If A has an inverse

Then it is invertible

A 19 B fi f
Then AB

o and BA f f
So B is an inverse of A and A is an inverse of B

EI Does A EL have an inverse If B Ibd is

an arbitrary matrix then

AB Jfc 2dg But this is never I since we can't

have c I 20 0 Thus A is not invertible

Is it possibe for a matrix to have 2 different inverses

Suppose a matrix A has inverses B and C Then

B IB CA B C AB CI C

So B C That is we've proven the following



theorem If B and C are both inverses of A Then B C

That is inverses are unique

When A is invertible the unique inverse is denoted A

esA2x2mahiees

let A bd

Def The detent of A is

def A ad be

The adjugate of A is the matrix

adjA fda

We want to find conditions of A that make it invertible

First notice the following

A adjA I f fda ba adobcaod.gg CadjA

Aadbc detA so as long as detA O we can divide through

and get A aadjA LTA detoA Ita I



We summarize this in the following theorem

Thou If A is a 2 2 matrix then it is invertible it

and only if detA 10 If detA 10 then its inverse is

A thatadjA

Later we will see how togive similar criteria for any square
matrix

EI A f 3g has detA It so it's invertible

and a fit Ii
Ex A j Then def A 0 so A is notinvertible

Inversesandsystemsotequations

Recall that we can write a system of hr equations in

n variables as

A I To
e I l

mxn variable conmstfenator

coefficient n vector
matrix



If A is an hxh invertible matrix h equations t variables

then

A AI A b
II A b

I A b
n vector

so I A b is a solution to the system Moreover it's

the only solution We summarize this in a theorem

theorem let A I b be a system of h equations in w

variables If A is invertible then the system has
the unique solution I A b

Ex consider the system
X t 2y 3
x 14g 5

we can rewrite this as

C ii listed
in

A

detA 4 2 6 so A is invertible and

A T Y T so the system has unique

solution



ii hi HI ftp.t 1

i e x Ys y

luvertinghxn matri.es

If A is an hxn invertible matrix then we can go
from A In via a sequence of elementary row

operations It turns out the serine sequence of WW

operations takes In A That is if we write

A and In as blocks of a matrix we have

A I I A

If A cann't be brought to I it is not invertible If it can

it is

We will see why this works in section 2.5 but for

how we see hoW

Ex let A o

4

a I L to l L



to i L I L

I i t iiiii

i i i
son II
Some properties of invertible matrices

If A is invertible and AB AC then

A AB A AC B C left cancellation

Rightcancellationworks too

If A is invertible then we can show AT is invertible

too and AT CA JT



AT A JT A A T IT I

Similarly CA IT AT I so A IT is the inverse AAT

If A and B are both invertible hxh matrices then

AB B A 1 A BB 1 A e AI A AA t I

similarly B A 1 CAB I so

AB B A

A A

If A is invertible and k t O a real number then

KA IA

We have already seen some connections between

invertibility systems of equations and new operations
We summarize these connections in the following
theorem the most important theorem so far

theorem let A bean h n matrix The following five
conditions are equivalent

TD A is invertible



IET The system AI J has only the trivial solution 5 8

3TL A In via elementary row operations

HIT AT b has at least one solution for every vector b

5thThere is an hxn matrix C such that AC I

Proof we'll show that each of these implies the next and
5 l

If A is invertible then for any solution 5
of AI 8 we have A AI A 8

I 5 8
5 8

so the only solution is 7 8

3C If is true then A must have rank h

so we can go from A I via row operations

Take the augmented matrix A III
Then says we can go from A15 III

for some I Thus I E is a solution

5.1C For each i let e i be the ith column of



I Then by
AI ei has a solution call it Ci

So AEi Ei Take C CE I In to be the

matrix with the Ei's as columns Then

AC ACE I I
Ai Ai Aci

E E En I

Assume AC I

Then the system CI J has only the
trivial solution I _Inf ACT A8 8

So holds for C Thus since there is a

matrix C such that CC I

So A AI A CC C C IC C

go AC CA I so A is invertible and C A I

Note that this shows we only need to check inverse
on one side i e if A C In then A is invertible
and A C

Ataris



let A be a square matrix and TA IR Rh the
induced transformation

Question If A is invertible what does that tell usmm

about Ta

Consider TA l the transformation induced by A
Then for any 5 in Rh we have

Ta i TACT A AI In I I and Taftp.ifxl I

That is TAIOTA Inn TAOTA I
9

identitytransformation

TA1 is called an inverse function of TA

The converse holds as well check this We

summarize this as follows

theorem If A is an h xn matrix and T.IR IR

the induced transformation then A is invertible
if and only if T has an inverse In this case
T l TA l
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